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Abstract

A detailed wake analysis of two different turbine concepts is conducted to gain a fundamental understanding of the main energy
recovery processes at play in each case. An axial-flow turbine and a cross-flow turbine are considered. Both operate near their
respective optimal efficiency conditions in a uniform oncoming flow and at a Reynolds number of 107. Three-dimensional Delayed
Detached-Eddy Simulations (DDES) are carried out and the time-averaged Unsteady Reynolds-averaged Navier-Stokes (URANS)
equations are used as a post-processing tool in order to assess the importance of the various contributions affecting the wake
recovery quantitatively. It is found that the dominant mechanism is fundamentally different between the two turbine technologies.
Indeed, while the axial-flow turbine’s wake is strongly influenced by an instability phenomenon leading to a significant turbulent
transport, the cross-flow turbine’s wake recovery is found to be much more related to the mean spanwise velocity field. As a result,
unlike the axial-flow turbine’s wake dynamics which is highly dependent on the turbulent characteristics of the oncoming flow, the
cross-flow turbine’s wake is expected to be less sensitive to these turbulent characteristics but highly dependent on the geometric
characteristics of the turbine such as the turbine’s aspect ratio.
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1. Introduction

Renewable energy sources, such as marine currents and
winds, are diffuse compared to the energy coming from fossil
fuels (Lago et al., 2010). Consequently, it is critical to den-
sify the energy production of hydrokinetic and wind turbines
by suitably placing them in farms for this energy sector to be-
come economically competitive. In this context, the choice of
a particular technology over another does not depend solely on
the efficiency of a single machine but the interactions between
the turbines must also be taken into account (Dabiri, 2011).
Moreover, it has been found that, for very large turbine farms
(several turbine rows), the amount of energy available for each
turbine strongly depends on the vertical kinetic energy fluxes
(−ρU∞ (u′ w′)) from the flow passing above the turbines to the
flow at the turbines’ level (Abkar & Porté-Agel, 2014; Calaf
et al., 2010; Chamorro et al., 2011). In an infinitely long turbine
farm, these vertical energy fluxes necessarily balance the power
extracted by the turbines. Since these fluxes are affected by the
flow topology in the turbines’ wakes, it is important to charac-
terize the wake dynamics of different types of turbine, such as
the axial-flow turbine (AFT) and the cross-flow turbine (CFT),
as a specific turbine could become interesting in the context
of a very large turbine farm even if it is not the most efficient
one when it is considered individually, in isolation. It is also
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worth mentioning that some recent findings have shown that a
turbine’s farm performance could be increased by operating the
turbines at non-optimum conditions Kazda et al. (2016), there-
fore again demonstrating that the performances of turbines in
isolation are not the only parameters of interest when optimiz-
ing a farm.

Several studies have been devoted to the analysis of the flow
field in the wake of a single axial-flow turbine, with some
of them focusing on the tip vortices’ dynamics in the near
wake (Chamorro et al., 2013b; Lignarolo et al., 2014; Zhang
et al., 2012). Sherry et al. (2013) performed PIV measure-
ments in the wake of an AFT facing a uniform oncoming flow
and focused on the vortex instability occurring in the wake,
which was found to be strongly dependent on the tip speed ra-
tio. Lignarolo et al. (2014) minimized the ambient turbulence in
their experimental facilities and their stereoscopic particle im-
age velocimetry (SPIV) measurements have suggested that the
enhanced mixing caused by the tip vortices’ instability has a
pronounced effect on the momentum recovery. However, their
measurements were limited to the near wake, i.e., up to only
5 diameters downstream of the turbine, and they did not quan-
tify the relative contribution of the tip vortices’ instability in
comparison with the other mechanisms affecting the momen-
tum recovery.

Owing to the fact that the AFT’s wake dynamics is highly
influenced by the turbulent characteristics of the oncoming
flow (Chamorro & Porté-Agel, 2009; Chu & Chiang, 2014;
Mycek et al., 2014a,b; Zhang et al., 2012) and in order to
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be as faithful as possible to realistic turbine operating condi-
tions, several recent AFT wake studies have been performed
on turbines operating in a turbulent boundary layer (Cal et al.,
2010; Chamorro & Porté-Agel, 2009, 2010; Chamorro et al.,
2013a,b; El-Askary et al., 2017; Hu et al., 2012; Porté-Agel
et al., 2011; Wu & Porté-Agel, 2012; Zhang et al., 2012), either
corresponding to the atmospheric boundary layer in the case of
wind turbines or to the marine boundary layer in the case of hy-
drokinetic turbines. Among these studies, it is worth mention-
ing that Chamorro et al. (2013b) and Zhang et al. (2012) per-
formed, respectively, detailed particle image velocimetry (PIV)
and volumetric 3-component velocimetry (V3V) measurements
of the three velocity components and the Reynolds stresses in
an axial-flow turbine’s near wake. Chamorro et al. (2012b) and
Wu & Porté-Agel (2012) evaluated various terms of the turbu-
lent kinetic energy budget in the wake of an axial-flow turbine
operating in a boundary layer flow through experimental mea-
surements and numerical simulations. A few works have also
been devoted to the study of the energy transport in AFT ar-
rays by carrying out a budget of either the mean kinetic en-
ergy equation (Abkar & Porté-Agel, 2014; Cal et al., 2010;
Hamilton et al., 2012; Lebron et al., 2012; Newman et al.,
2014; VerHulst & Meneveau, 2014) or the turbulent kinetic
energy equation (Abkar & Porté-Agel, 2014). These studies
have highlighted the importance of the radial turbulent transport
in axial-flow turbines’ wakes. Furthermore, Meyers & Men-
eveau (2013) visualized the energy transport in various con-
figurations of turbine arrays using the concept of the energy
transport tube. Lastly, the interested reader is referred to two
recent reviews discussing the flow topology in axial-flow tur-
bines’ farms (Mehta et al., 2014; Stevens & Meneveau, 2017).

Regarding the cross-flow turbine concept, numerous exper-
imental measurements have been taken in the wake of the
straight-blade H-Darrieus turbine concept (Bachant & Wosnik,
2013, 2015, 2016; Battisti et al., 2011; Brochier et al., 1986;
Hofemann et al., 2008; Ryan et al., 2016; Simão Ferreira et al.,
2006, 2007, 2009, 2010; Tescione et al., 2014). Battisti et al.
(2011) performed hot-wire measurements on a plane normal to
the upstream flow located 1.5 diameters downstream of such a
CFT in open and closed wind tunnel configurations. They pre-
sented time-averaged and phase-averaged results and showed
the importance of the tip effects on the turbine’s performances
and on its wake topology. Other studies focused on the evo-
lution of the shed vorticity and the tip vortices in the wake of
the H-Darrieus turbine and highlighted the fact that the tip vor-
tices ejected from the CFT blades tend to convect toward the
wake center in the spanwise direction (Hofemann et al., 2008;
Simão Ferreira et al., 2006, 2007, 2009, 2010; Scheurich et al.,
2011). The same observation was also made more recently by
Tescione et al. (2014) who used the PIV technique to observe
in details the flow field in the near wake of an H-Darrieus CFT
turbine. However, their measurements only covered the first
three diameters downstream of the turbine’s axis of rotation.
Measurements up to seven and ten diameters downstream have
been taken by Ryan et al. (2016), who showed the effects of the
tip speed ratio on the wake dynamics, and by Peng et al. (2016),
who investigated the wake of a five-blade cambered-airfoil tur-

bine, respectively. Based on the results of full-scale field tests,
Dabiri (2011) suggested that an array of closely-spaced and rel-
atively small cross-flow wind turbines could extract up to an
order of magnitude more power per land area than conventional
AFT farms. He attributed the quick energy recovery observed
to the significant vertical turbulent transport occurring in the
CFTs’ wakes. This point was also affirmed by Kinzel et al.
(2012, 2015) who conducted more detailed measurements in a
similar field test, but an erratum later pointed out that this tur-
bulent transport contribution had been overestimated (Kinzel
et al., 2013). Finally, Bachant & Wosnik (2015) used the
acoustic Doppler velocimetry (ADV) technique to make de-
tailed measurements on a plane normal to the freestream flow
located at one turbine diameter downstream of the turbine’s axis
of rotation. They showed that the mean spanwise velocity field
actually contributes more to the wake recovery than the turbu-
lent transport in the case of a CFT wake. However, they per-
formed their analysis on a single plane, thus preventing them
to evaluate the contributions of the streamwise pressure gradi-
ent and the streamwise derivatives of the Reynolds and viscous
stresses.

The present work aims to shed more light on the flow dynam-
ics in the wakes of both the axial-flow turbine and the cross-flow
turbine by conducting a quantitative analysis of all the differ-
ent physical mechanisms affecting the wake’s recovery. This is
done by using the streamwise component of the time-averaged
Unsteady Reynolds-averaged Navier-Stokes (URANS) equa-
tions and by comparing the contribution of each term appear-
ing in this equation. Such a budget provides a direct evaluation
of the rate at which the mean streamwise velocity is recovered
in the turbines’ wakes, unlike the more popular method based
on the mean kinetic energy transport equation (Abkar & Porté-
Agel, 2014; Cal et al., 2010; Hamilton et al., 2012; Lebron et al.,
2012; Newman et al., 2014; VerHulst & Meneveau, 2014). The
results of this study are therefore of great interest in an engi-
neering point of view because the mean streamwise velocity
is directly related to the energy available for a subsequent tur-
bine in a turbine cluster. Moreover, solving the complete three-
dimensional flow field allows us to evaluate all the terms affect-
ing the wake recovery, which is usually not done experimentally
due to the fact that some measurements are especially difficult
to make without affecting the flow, such as is the case for the
pressure field for example. Furthermore, many previous wake
studies were restricted to the very near wake either because of
the restrictions related to the available laboratory facilities or to
the high computational costs in the case of numerical studies.
In the current work, the wakes of the two turbine technologies
are analyzed up to 12 diameters downstream of their center. Fi-
nally, our knowledge based on the axial-flow turbine’s literature
should be used carefully when studying cross-flow turbines be-
cause the conclusions drawn from the study of the former do
not necessarily directly apply to the latter. Studies that compare
the wakes of these two turbine concepts are very useful in that
regard.

Information about the turbines’ operating conditions, the tur-
bines’ geometry, the turbulence modeling approach and the nu-
merical methodology are given in Sec. 2. The wake dynamics
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of the two turbine technologies are then analyzed in Sec. 3, the
importance of all the mechanisms involved in the wake’s re-
covery is evaluated in Sec. 4 and a discussion on the findings
stemming from this work is presented in Sec. 5. The results of
the present study provide novel and very valuable quantitative
information about the detailed three-dimensional flow field in
the wake of the AFT and the CFT concepts operating at a high
Reynolds number.

2. Methodology

2.1. Description of the turbine cases investigated

The axial-flow turbine (Burton, 2011; Sørensen, 2011) is
characterized by blades rotating at a constant velocity around an
axis aligned with the direction of the oncoming flow while the
cross-flow turbine concept (Paraschivoiu, 2002), also known as
the vertical-axis turbine or the Darrieus turbine, involves blades
that are rotating around an axis which is perpendicular to the
flow. Outlines of both concepts are shown in Fig. 1.

Figure 1: Outlines of the axial-flow turbine (top figure) and
the cross-flow turbine (bottom figure) with the definition of the
main geometric parameters.

The instantaneous power coefficient of these two turbine con-
cepts is defined as:

Cp(θ) =
P(θ)

1
2
ρU3

∞ A
, (1)

where ρ is the density of the fluid, U∞ is the freestream velocity
and P(θ) is the instantaneous power extracted from the flow:

P(θ) = M(θ)ω , (2)

with M(θ) corresponding to the moment around the turbine’s
axis of rotation resulting from the force acting on the blade at
a specific angle θ and ω being the turbine’s angular velocity.
Finally, A corresponds to the area swept by the blades, or in
other words to the turbine’s energy extraction plane, which cor-
responds to:

A =


πD2/4, in the case of the AFT

b D, in the case of the CFT ,

(3)

where D is the turbine’s diameter and b is the blade’s span
length (see Fig. 1). The efficiency is then simply given by the
cycle-averaged value of the power coefficient:

η =
1

2π

∫ 2π

0
Cp(θ) dθ . (4)

Another important metric characterizing the turbines’ perfor-
mances is the mean drag coefficient of the turbine, defined as:

Cx =
1

2π

∫ 2π

0

Fx(θ)
1
2
ρU2

∞ A
dθ . (5)

where Fx(θ) is the instantaneous force component aligned with
the oncoming flow.

The performances achieved by a turbine depend on its oper-
ating conditions, which include the tip speed ratio (λ):

λ =
ωD
2 U∞

, (6)

and the Reynolds number, here based on the freestream velocity
and the turbine’s diameter:

ReD =
U∞ D
ν

. (7)

Some other parameters characterizing the operation of the tur-
bines such as the confinement as well as the turbulence level and
the presence of perturbations in the oncoming flow may also af-
fect the turbines’ performances (Chamorro & Porté-Agel, 2009;
Chu & Chiang, 2014; Kinsey & Dumas, 2016; Mycek et al.,
2014a,b; Zhang et al., 2012). However, in this study, the tur-
bines have been placed in an unconfined environment with a
steady and uniform inflow in order to minimize the number of
parameters influencing the problem. This allows for a more fun-
damental comparison between the two technologies by focus-
ing on the intrinsic dynamics of the turbines’ wakes in “ideal”
conditions.

The tip speed ratio of each turbine concept has been chosen
so that the turbines operate near their respective optimal effi-
ciency conditions. The axial-flow turbine operates at a tip speed
ratio of 3.5 and its geometry, based on a thicker version of the
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SD8020 profile, has been developed by the University of Victo-
ria (Klaptocz et al., 2014) to conduct a study on blockage and
free surface effects in the context of the TC114 Marine Energy
Standard (Marine Renewables Canada, 2014).

Regarding the cross-flow turbine, several different shapes
have been proposed in the literature so far (Aslam Bhutta et al.,
2012; Paraschivoiu, 2002), but this study only focuses on the
H-Darrieus concept characterized by the use of simple straight
blades that would be connected to the rotating shaft by some
mechanical links. The CFT investigated in the current study
corresponds to one of the single-blade turbines studied by Gos-
selin et al. (2016), which is characterized by a NACA0015 pro-
file, a turbine’s aspect ratio (b/D) of 15/7 and a diameter to
chord length ratio of 7. It operates at a tip speed ratio of 4.25
which is slightly greater than the peak efficiency operating point
and therefore stall is avoided (Gosselin et al., 2016). In the case
of cross-flow turbines, some of the geometric parameters are
often combined to form a dimensionless parameter called the
solidity (σ), which is defined as:

σ =
2 N c

D
, (8)

where N is the number of blades and c is the chord length. The
solidity value of the CFT studied in this work is around 0.286.
The last relevant geometric parameter is the distance between
the leading edge of the blade and the attach point that would
link the blades to the rotor shaft (xp). It is equal to a third of
the chord length for the CFT considered. It is worth mentioning
that the choice of a single-blade turbine instead of a more usual
three-blade turbine has been made here in order to reduce the
computational costs, as was done by Gosselin et al. (2016) in
their study. Nevertheless, the present results are expected to be
representative of any multiple-blade cross-flow turbines having
the same efficiency, and thus the same solidity, tip speed ra-
tio and blade’s aspect ratio (b/c), as will be discussed in Sec. 5.
The dynamic and geometric parameters characterizing both tur-
bine concepts as well as their performances are listed in Table 1.

For comparison purposes, both simulations have been run at
ReD = 107. This value roughly corresponds to a middle-size
turbine. However, at such a high Reynolds number, the results
presented in this study are expected to be essentially indepen-
dent of an increase in the Reynolds number (Bachant & Wosnik,
2016; Chamorro et al., 2012a). The conclusions drawn from the
current work should therefore also apply to large-scale turbines.
Lastly, note that no turbine tower has been considered in the
AFT simulation while no arms and no rotating shaft have been
considered in the CFT simulation. Nonetheless, the simulations
are expected to provide a faithful representation of complete
turbines’ wakes since the energy extraction process is mainly
governed by the presence of the moving blades (Kang et al.,
2012).

2.2. Turbulence modeling

It is important to note that an advanced turbulence modeling
approach is needed to study the wake dynamics of turbines be-
cause the turbulent mixing occurring in their wakes is not ade-

Table 1: List of the dynamic and geometric parameters char-
acterizing both turbine concepts as well as their performances.
Note that the mean chord length has been used for the normal-
ization in the case of the axial-flow turbine.

AFT CFT

Dynamic
parameters

ReD 107 107

λ 3.5 4.25

Geometric
parameters

Profile Modified SD8020 NACA0015
D/c ≈ 6 7
xp/c - 1/3
N 3 1
b/D - 15/7

Performances
η 40% 33%
Cx 0.74 0.89

quately reproduced with a simple RANS/URANS approach re-
lying on the Boussinesq hypothesis (Rethore, 2009). Also, rep-
resenting the turbine through the use of body forces (Sanderse
et al., 2011; Sørensen, 2011), with an actuator disk or an actua-
tor line approach, leads to an approximation of the flow field in
the near wake since the detailed flow field in the boundary lay-
ers next to the blades’ surfaces is not solved. These approaches
rather rely on tabulated aerodynamic data in order to determine
the body forces based on the local flow conditions, which make
them very sensitive to the aerodynamic data (Shamsoddin &
Porté-Agel, 2014; Vermeer et al., 2003). Moreover, when the
oncoming flow is unsteady in the blades’ reference frame, such
as is the case for the CFT concept, a dynamic stall model often
has to be used along with the static airfoil data (Shamsoddin &
Porté-Agel, 2014; Sørensen, 2011), hence adding to the uncer-
tainty. In addition to the body forces, a source term might be
needed to account for the turbulence generated by the blades
when using an actuator disk approach (Sanderse et al., 2011).
However, one would wish to make as few assumptions as pos-
sible that could affect the flow in the turbines’ wakes in order to
study the physics at play. This is especially true in the context
of the current study where different turbine types are considered
because different assumptions would have to be made depend-
ing on the geometric parameters and the operating conditions
specific to each turbine type investigated. In other words, the
results could undesirably become very dependent on the differ-
ent assumptions made.

Based on the above discussion, simulations including the
exact turbine blades’ geometry have been carried out instead
of using an actuator disk/line approach. Due to the fact that
the RANS approach is not appropriate when one seeks to ac-
curately capture the time-varying flow field and the intricate
vortex dynamics in the wakes of turbines and because of the
prohibitive computational cost of the LES approach, a hybrid
methodology combining the RANS and the LES approaches,
namely the Delayed Detached-Eddy simulation (DDES) ap-
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proach (Spalart, 2009; Spalart et al., 2006), has been chosen in
this work. This hybrid methodology uses a more cost efficient
RANS approach in the attached regions of the flow near the
walls, because of the less restrictive grid spacing requirements,
and a more complete LES approach in the separated regions of
the flow away from the walls.

The DDES approach is an improved version of the original
Detached-Eddy Simulation (DES) approach (Shur et al., 1999;
Spalart et al., 1997). It is based on the Spalart-Allmaras turbu-
lence model which solves one transport equation for a modified
turbulent viscosity (ν̃) related to the eddy viscosity (νt) through
an empirical relation (Spalart & Allmaras, 1994). Under the
condition of local equilibrium, i.e., when the production term is
balanced by the destruction term, this transport equation sim-
plifies to the following simple relation (Spalart et al., 1997):

ν̃ ∼ d2S̃ ν , (9)

where d is the distance between a point in the domain and the
nearest solid surface and S̃ ν is the deformation parameter. This
relation becomes analogous to a subgrid scale model used in
LES simulations if d is replaced with a length scale (∆) related
to the local grid size, defined according to the following rela-
tion:

∆ = max(∆x,∆y,∆z) . (10)

Therefore, in order to switch from a RANS to a LES formula-
tion, the distance between a point in the domain and the nearest
solid surface (d) is replaced with the parameter d̃:

d̃ = min(d, CDES · ∆) , (11)

where CDES is a constant equal to 0.65 (Shur et al., 1999) and
∆ is defined according to Eqn. 10. Following this procedure, a
DES simulation remains in RANS mode as long as the distance
between a point in the domain and the nearest solid surface (d)
is smaller than the DES length scale (∆) times the CDES con-
stant.

The Delayed Detached-Eddy Simulation (DDES) is a modi-
fied version of DES that has been created to overcome the pos-
sible issue of “grid induced separation” that could arise with
some particular grid geometries (Spalart, 2009; Spalart et al.,
2006). The purpose of this new version is to ensure that the
turbulence modeling remains in RANS mode throughout the
boundary layers. To do so, the definition of the parameter d̃ is
modified as follows:

d̃ = d − fd max(0, d −CDES · ∆) , (12)

where fd is a filter function designed to take a value of 0 in
attached boundary layers (RANS region) and a value of 1 in
zones where the flow is separated (LES region) (Spalart et al.,
2006). As recommended by Spalart (2009), the DDES formu-
lation should be the new standard version of DES and it has
therefore been chosen to conduct this study. As a complete dis-
cussion on DES and DDES modeling is out of the scope of
this paper, the reader is referred to previous works that consider
this matter more extensively (Spalart, 2009; Spalart et al., 2006,
1997; Spalart, 2000). Lastly, it is worthwhile to mention that

Muscari et al. (2013) used the DES approach to study the wake
of a marine propeller and observed a good agreement with the
experimental results of Felli et al. (2011) using this turbulence
modeling approach, but the agreement was poor when using a
RANS approach.

2.3. Numerics

The finite-volume Navier-Stokes solver included in the CD-
Adapco™ STAR-CCM+® software has been used to carry out
the simulations (CD-Adapco™, 2014). Second-order schemes
have been used for the temporal discretization, the diffusive flux
as well as the convective flux. The scheme used for the convec-
tive flux is a hybrid bounded central-differencing scheme which
combines upwind and centered schemes based on the procedure
proposed by Travin et al. (2002) for DDES simulations. A seg-
regated approach using the SIMPLE algorithm has been used
for the pressure-velocity coupling.

The computational domain boundaries, shown in Fig. 2, are
located far enough from the turbine so that the latter can be con-
sidered unconfined (Kinsey & Dumas, 2016), with a blockage
ratio of:

ε = Aturbine/Adomain < 0.004 . (13)

A uniform and constant velocity as well as a turbulent viscosity
ratio of νt/ν = 3 are set at the inlet boundary condition which
is 15D upstream of the turbines. This turbulent viscosity ra-
tio corresponds to a modified turbulent viscosity ratio (ν̃/ν) of
6.65 which follows the recommendation of Spalart and Rum-
sey (Spalart & Rumsey, 2007) made to ensure that the turbu-
lence model is in fully turbulent mode. At the outlet, 30D
downstream of the turbines, an average static pressure of zero
is imposed and symmetry boundary conditions have been used
on the four remaining surfaces of the computational domain.
Regarding the initial condition, uniform velocity, pressure and
turbulent viscosity ratio fields having the inlet boundary condi-
tion values are used throughout the domain.

Figure 2: Computational domain and boundary conditions.
Note that the turbine’s center is located in the center of the
domain in the y and z directions. Also, the axial-flow turbine
shown is this figure is ten times bigger than the actual turbine
for the sake of clarity.

5



A chimera grid technique has been chosen to deal with the
blades’ movement specific to each turbine concept. This ap-
proach, also known as the overset mesh technique, uses distinct
grids for the background and the moving bodies, the two being
superimposed. At each time step, an interpolation of the flow
field is performed between the first overlapping cell layers of
the background mesh and the moving mesh regions. The re-
maining overlapping cells of the background mesh region are
temporarily inactive (CD-Adapco™, 2014).

The cell size is kept small in the whole wake region under
investigation, which has been divided in four regions each con-
sisting of several orthogonal cubic cells having a specified uni-
form size that differs from one region to the other. Note that
the wake is analyzed only up to 12D downstream even if the
refined mesh region extends up to 20D in order to prevent the
results from being affected by the mesh coarsening starting at
20D. The locations of the start and the end of the four refined
regions of the background grid are given in Table 2 and the as-
sociated cell size (∆0) are given in Table 3.

Table 2: Locations of the start and the end of each of the four
refined regions of the grid located in the wake normalized by the
turbine’s diameter [x/D]. Note that the origin of the coordinate
system is located at the turbine’s center.

Zone 1 Zone 2 Zone 3 Zone 4︷︸︸︷ ︷︸︸︷ ︷︸︸︷ ︷︸︸︷
AFT -0.25 1 5 15 20
CFT -0.64 0.64 10 15 20

Table 3: Size of the orthogonal cubic cells (∆0) in each of the
four refined regions of the grid normalized by the mean chord
length (c).

Zone 1 Zone 2 Zone 3 Zone 4

∆0/c 0.03 0.06 0.12 0.24

Regarding the moving mesh region, a polyhedral mesh with
prism layers near the turbine surfaces have been used in the case
of the AFT concept while a two-dimensional mesh consisting
of quad elements has been extruded in the spanwise direction in
the case of the CFT concept, as shown in Fig. 3. For both cases,
the near-wall resolution has been chosen in order to ensure that
the maximum dimensionless normal wall distance (y+) remains
around unity throughout the turbine’s cycle with a maximum
growth factor of 1.2 in the normal direction. The resulting total
numbers of cells used for each of the two turbine concepts as
well as an approximation of the CPU resources used to conduct
the simulations are given in Table 4.

The temporal resolution has been chosen so that each com-
plete turbine’s rotation is divided into 1000 time steps, so that
the time step is roughly equal to 0.005 convective time units

Table 4: Total number of cells forming the mesh of each turbine
concept as well as the typical CPU resources required.

Case Number of cells Nb of cores Runtime/cycle

AFT 62 118 147 156 53 h

CFT 133 761 744 336 37 h

(∆t ≈ 0.005 c/U∞). This ensures that the local Courant num-
ber remains below one in the whole flow field, even in the mov-
ing mesh region where the highest local Courant number values
are observed. This is a necessary condition in order to obtain a
good level of accuracy in regions of the flow resolved in LES
mode in the context of DDES simulations, according to Spalart
(2001) and to Mockett et al. (2010). Assuming that the veloc-
ity in the wake roughly corresponds to U∞/2, the local Courant
number in the most refined region of the background grid is
around 0.1 for both turbine technologies.

The spatial and the temporal resolutions chosen in the current
study have already proven to be adequate in previous studies
on turbines (Gosselin et al., 2016; Kinsey & Dumas, 2012a,b).
Moreover, two more simulations have been carried out for each
turbine concept to conduct a resolution independence study.
One simulation has been performed using a mesh two times
coarser than the base case and the same temporal resolution and
another simulation has been performed with the mesh’s base
case and a temporal resolution 50% finer. For both turbine con-
cepts, the differences observed between the three simulations
were found to be small enough for the base case simulation to
be considered independent of the spatial and the temporal dis-
cretizations used. For example, the mean streamwise velocity
on the wake centerline between 1 diameter and 12 diameters
downstream of the turbines’ center has been measured with the
different resolution levels. The maximum local relative differ-
ence and the relative difference averaged over the entire line
between these two additional simulations and the base case are
presented in Table 5. The differences are given as a fraction of
the freestream velocity.

Table 5: Difference between the mean streamwise velocity on
the wake centerline of the base case with that of a simulation
using a mesh two times coarser and one using a time step 50%
smaller.

Case Max difference Mean difference

AFT
Coarse mesh -5.6% 1.9%
Fine time step -6.5% 2.5%

CFT
Coarse mesh -8.1% 3.2%
Fine time step -3.2% 1.3%

Since uniform velocity, pressure and turbulent viscosity ratio
fields have been used as the initial conditions, the simulations
must run for some time before recording any signal for further
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(a) The cells intersecting the z/D = 0 plane are shown in 3-D in the left figure and the two top figures while the cells intersecting the y/D = 0.5
plane are shown in the three other figures.

(b) Note that the moving mesh region extends past both ends of the blade in order to ensure that the overlapping cell regions, where interpolation
between the background mesh and the moving mesh occurs, are not located near the blade tips.

Figure 3: Moving mesh region of the AFT case (top) and the CFT case (bottom).

statistical analysis in order to ensure that the initial flow field
has convected far enough downstream to prevent the initializa-
tion from having an effect on the investigated wake region. If
one assumes that the velocity in the wake roughly corresponds
to U∞/2, the number of simulated cycles needed to convect the
initial flow field over 12 turbine’s diameters can be estimated.
It has been chosen to let 6 more cycles elapsed than this esti-
mation in order to account for the fact that the first few cycles
are not representative of the cycle-to-cycle converged ones. The
number of cycles elapsed before starting to record the flow field
for the post-processing and the number of cycles during which
the signals have been recorded to obtain a good statistical con-
vergence are given in Table 6.

3. Wake dynamics

The wakes’ topologies of the axial-flow turbine and the
finite-aspect-ratio cross-flow turbine have been briefly pre-
sented in a preliminary study focusing on the vortex dynam-
ics (Boudreau & Dumas, 2016). This section discusses the im-

Table 6: Cycle at which the recording process has started (Nstart)
and number of cycles recorded (Nrecorded) for statistical analysis.

Nstart Nrecorded

AFT 36 30

CFT 39 22

portant aspects of the wakes with an emphasis on the transport
mechanisms whose contributions are quantitatively evaluated in
Sec. 4.

3.1. Axial-flow turbine
The axial-flow turbine studied in this work has an efficiency

value of 40% under the current operating conditions. The vor-
tex structures in its wake are shown in Fig. 4. As can be ob-
served in this figure, the wake structure, which consists of tip
vortices and root vortices, is rather well organized in the near
wake. However, an instability is triggered around 1.5D for the
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root vortices and 2.5D for the tip vortices, which causes the
whole vortex system to breakdown further downstream. This
phenomenon is typical of axial-flow turbines’ wakes and it has
already been observed in several other studies (Chamorro et al.,
2013b; Lignarolo et al., 2014; Mo et al., 2013; Sherry et al.,
2013). By looking at Fig. 4b, it is found that the tip vortices
travel faster downstream than the root vortices. As a result,
the root vortices are closer to each other than the tip vortices
in the near wake which make them more prone to undergo
such an instability. This can partly explain why this instabil-
ity occurs more upstream in the root vortices than in the tip
vortices (Sherry et al., 2013). The same finding has also been
reported by Zhang et al. (2012). Nonetheless, it is important
to mention that these observations are strongly dependent on
the turbine’s geometric characteristics as well as its operating
conditions, as will be discussed in more details in Sec. 5.

(a) Volume rendering of the vorticity magnitude in the wake of the
axial-flow turbine. A video of the time evolution is available in the
supplementary material.

(b) Instantaneous tangential vorticity on the turbine’s midplane (y/D =

0). The black arrows indicate the direction of the velocity induced by
the tip and the root vortices.

Figure 4: Vortex dynamics in the wake of the axial-flow turbine.

Fig. 5a presents the mean streamwise, or axial, velocity con-
tours in the wake of this turbine on a plane passing through the
turbine’s axis of rotation at z/D = 0. The near wake is found
to be axisymmetric and characterized by a high velocity region
in the wake center surrounded by an annular-shaped velocity
deficit region, which has also been observed in several previ-
ous studies (Chatelain et al., 2013; Kang et al., 2012; Mo et al.,

2013; Sherry et al., 2013; Tedds et al., 2014) using different tur-
bine geometries. The annular-shaped velocity deficit observed
in Fig. 5a is due to the presence of the strong root vortices in
the near wake. As shown by the black arrows in Fig. 4b, the
root vortices and the tip vortices induce alternating negative and
positive mean streamwise velocity from the wake center to the
edge of the wake. Further downstream, the mean streamwise
velocity recovers and switches from an annular-shaped velocity
deficit profile to a more usual Gaussian-shaped one.

Regarding the mean transverse, or radial, velocity component
presented in Fig. 5b, one can first observe that its value is rela-
tively small in a large fraction of the wake region. Additionally,
it is found that, at both transverse edges of the wake, the di-
rection of the mean transverse velocity switches from pointing
away from the wake’s centerline to pointing toward the wake’s
centerline at approximately 2.5D downstream of the turbine’s
center. In other words, the streamtube passing through the tur-
bine’s extraction plane expands over the first 2.5D in the wake
and then starts to contract beyond this location. Note that this
position corresponds to the position where the tip vortices be-
come unstable.

(a) Mean streamwise velocity on a plane passing through the turbine’s
axis of rotation (z/D = 0).

(b) Mean z velocity component on a plane passing through the tur-
bine’s axis of rotation (y/D = 0). Note that, on such a plane, this
velocity component is equivalent to the mean radial velocity.

Figure 5: Mean velocity components in the wake of the axial-
flow turbine. The white region corresponds to the area swept
by the moving mesh region where the average flow field is not
available.
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Lastly, it is worthwhile to mention that the maximum mean
streamwise velocity deficit is not observed very close to the tur-
bine’s center but rather further downstream at approximately
3.5D downstream. This decrease of the mean streamwise ve-
locity in the near wake is mainly due to the presence of a mean
adverse pressure gradient in this region of the flow field. This
will be proved quantitatively in Sec. 4.

3.2. Cross-flow turbine
3.2.1. Infinite aspect ratio (2-D)

Unlike axial-flow turbines, cross-flow turbines are not ax-
isymmetric and their wakes can be affected by different mech-
anisms occurring in the spanwise (z) and the transverse (y) di-
rections. In order to gain a better understanding of the impor-
tance of the three-dimensional effects, a two-dimensional sim-
ulation (infinite turbine’s aspect ratio) of the CFT case consid-
ered in this study is presented first for comparison purposes.
This simulation has been carried out using the same tempo-
ral and spatial resolutions than the three-dimensional case, but
the strain/vorticity-based formulation of the Spalart-Allmaras
URANS turbulence model (Dacles-Mariani et al., 1995, 1999;
Spalart & Allmaras, 1994) has been used instead of the DDES
approach because the latter is restricted to three-dimensional
simulations. Therefore, care must be taken when analyzing the
results of this two-dimensional simulation since the turbulence
modeling has a larger impact on the results with the URANS
approach than with the DDES approach. Nevertheless, our
main interest here is only to have a qualitative idea of the two-
dimensional wake dynamics. Furthermore, the same conclu-
sions as those described below have been drawn from another
2-D simulation using a different turbulence model, namely the
k − ω SST model (Menter, 1994). Note also that this two-
dimensional simulation ran over a sufficiently long time period
for the initialization to convect over more than 20D before start-
ing to average the flow fields over 67 cycles. It is worth men-
tioning that many of the 2-D CFT wake’s aspects discussed in
this section also apply to the 3-D CFT’s wake.

The instantaneous power coefficient of the 2-D CFT is plot-
ted in Fig. 6 along with the instantaneous power coefficient of
the 3-D CFT. It is found that the evolution of Cp for the 2-
D CFT is very similar to that of the 3-D CFT except than the
values are smaller in the 3-D case because of the tip losses.
For both cases, the peak power coefficient occurs around 100°
and a negative power coefficient is observed during the whole
downstream half of the cycle (180° – 360°) and even during the
first 30 degrees. This means that the blade actually adds energy
to the flow in this fraction of the cycle. Nevertheless, the effi-
ciency value (η) is still positive and is equal to 46% for the 2-D
CFT and to 33% for the 3-D CFT.

Contours of the instantaneous spanwise vorticity in the wake
of the 2-D CFT are shown in Fig. 7. This figure highlights
the presence of large vortex structures, the spanwise vortices,
at both edges of the near wake. From Kelvin’s circulation
theorem, a variation in the blade’s bound circulation must be
accompanied by the shedding of an equal amount of circula-
tion of opposite sign. In the upstream half of the blade’s rev-
olution, the blade’s bound circulation increases from θ = 0°

Figure 6: Instantaneous power coefficient for the 2-D CFT
(dashed blue) and the 3-D CFT (solid red).

to around θ = 90°, where the highest angles of attack are
reached (Paraschivoiu, 2002), and then decreases in the remain-
ing fraction of the upstream half of the turbine’s cycle. As a
result, net negative vorticity is shed from the upcoming blade
region (y/D > 0) and net positive vorticity is shed from the re-
treating blade region (y/D < 0). The net positive or negative
circulation of the shear layers shed by the blade is responsible
for the roll-up of these shear layers in large vortex structures.

Figure 7: Instantaneous spanwise vorticity in the wake of the 2-
D CFT. The black arrows indicate the direction of the velocity
induced by the spanwise vortices.

In addition to these large spanwise vortices, shear layers
are also observed in the central region of the very near wake.
These shear layers correspond to the wake of the blade gener-
ated when the latter is located around 90° and in all the down-
stream half of the cycle. At these instants, the derivative of the
blade’s bound circulation with respect to time is expected to
tend toward zero based on the instantaneous power coefficient
evolution (see Fig. 6). Indeed, it is found that the instantaneous
power coefficient is almost constant over all the downstream
half of the cycle. Moreover, it is expected that the local angle of
attack is much smaller there than in the upstream half of the cy-
cle due to the fact that the streamwise velocity is smaller in the
downstream half and also because the transverse velocity com-
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ponent pointing away from the wake center (positive y velocity
in the y/D > 0 region and negative y velocity in the y/D < 0
region) increases. This results in an almost constant and small
lift value in the whole downstream half of the cycle, and thus
to an almost constant and small blade’s bound circulation value
in this fraction of the cycle, as was observed by Simão Ferreira
et al. (2010). Since the derivative of the blade’s bound circu-
lation with respect to time tends to zero around 90° and in the
downstream half of the cycle, the vorticity layers shed by the
blade at these instants have zero net circulation. Consequently,
these layers do not have the tendency to roll up and to form vor-
tex structures, unlike those observed at both edges of the wake.

Another interesting feature of the 2-D CFT’s wake is that
an instability, similar to the one observed in the AFT’s wake,
occurs around 7.5D downstream of the turbine’s center in the
bottom half of the wake (y/D < 0) and around 8.5D in the upper
half of the wake (y/D > 0), leading to a sudden transition in the
wake topology. This phenomenon occurs closer to the turbine
in the bottom half of the wake because the spanwise vortices
are found to be stronger in this region of the wake compared to
the upper half, as was also observed by Dixon et al. (2008).

As can be seen in Fig. 8a, showing the mean streamwise ve-
locity contours in the 2-D CFT’s wake, the maximum mean ve-
locity deficit is observed relatively far downstream at approxi-
mately 11.5D downstream of the turbine’s center. As is the case
for the axial-flow turbine, this behavior is mainly attributed to
the presence of an adverse pressure gradient in the near wake.
The topology of the mean transverse velocity is also similar
to that of the AFT because it is directed toward the edges of
the wake in the near wake (for the first 7D in this case) before
pointing toward the wake center further downstream. Again, it
is found that the change in direction of the mean transverse ve-
locity and the onset of the vortex instabilities (see Fig. 7) seem
to be correlated as they both occur around the same location in
the wake of the 2-D CFT, as is the case in the wake of the AFT.

It is also found that the 2-D CFT’s wake is slightly asymmet-
ric, unlike the axial-flow turbine’s wake, with the maximum
mean velocity deficit shifted toward the retreating blade region
(y/D < 0). However, it is important to mention that this ob-
servation is highly dependent on the turbine’s operating condi-
tions. For example, a turbine for which stall occurs, typically
in the retreating blade region of the upstream half of the cycle,
can have a maximum velocity deficit shifted toward the upcom-
ing blade region (y/D > 0) because much less energy is then
extracted in the retreating blade region where stall occurs than
in the upcoming blade region. The asymmetry observed in the
specific case investigated in this work is related to the stream-
wise velocity induced by the large coherent vortices, or span-
wise vortices, which are stronger in the retreating blade region
(y/D < 0). Note however that the streamwise component of
the force acting on the blade is almost symmetric between the
upcoming and retreating blade regions.

3.2.2. Finite aspect ratio (3-D)
The 2-D CFT obviously corresponds to a limit case and it is

interesting to compare its wake with that of a three-dimensional
turbine having a finite aspect ratio. As will be discussed in the

(a) Mean streamwise velocity component.

(b) Mean transverse velocity component.

Figure 8: Mean velocity components in the wake of the 2-D
CFT. The white region corresponds to the area swept by the
moving mesh region where the average flow field is not avail-
able.

following, some important discrepancies are observed between
the 2-D and the 3-D cross-flow turbines’ wakes.

The wake of the 3-D CFT differs from the 2-D case by the
presence of tip vortices whose circulation varies during the
blade’s revolution. The circulation of the tip vortices is shown
in Fig. 9. It has been measured at various instants of the tur-
bine’s cycle by computing the vorticity flux through appropriate
plane sections encompassing the tip vortices. The dimensions
of these plane sections have been determined by making sure
that the circulation value is independent of a further increase of
their size. Note that the circulation could not be computed in
the downstream half because of the impossibility of differenti-
ating the tip vortices shed in the downstream half from those
shed in the upstream half that have convected downstream.

The strongest tip vortices are shed around θ ≈ 90°, i.e., the
most upstream position of the blade, as was also observed by
Simão Ferreira et al. (2010) and by Dixon et al. (2008). As men-
tioned in the previous section, this corresponds to the location
of the highest angles of attack reached during the blade’s rev-
olution (Paraschivoiu, 2002). As for the 2-D CFT, the blade’s
bound circulation in the 3-D case is also expected to be much
smaller and almost constant in the whole downstream half of
the cycle. Therefore, the effects of the tip vortices generated in
the upstream half around θ ≈ 90° are dominant compared to the

10



Figure 9: Circulation of the 3-D CFT blade’s tip vortices at
various instants during the upstream half of the turbine’s cycle.

effects of the tip vortices shed in the remaining of the turbine’s
cycle.

The complete three-dimensional wake’s vortex dynamics is
depicted in Fig. 10 by showing the vorticity magnitude through
a volume rendering technique. The tip vortices are clearly seen
as well as the spanwise vortex structures, similar to those found
in the wake of the 2-D CFT, resulting from the variation in the
blade’s bound circulation during the blade’s revolution. These
spanwise vortices can be more clearly observed in Fig. 11a
showing contours of the spanwise (z) vorticity component on
the turbine’s spanwise midplane (z/b = 0). One can easily no-
tice that the topology of the spanwise vortices is significantly
different than that of the 2-D CFT case (see Fig. 7) by the pres-
ence of a very irregular vorticity distribution in the wake’s cen-
tral region (y/D ≈ 0). The velocity induction of the strong
tip vortices generated around 90° is responsible for this phe-
nomenon. Indeed, it causes the convection of the vorticity gen-
erated at both tips of the blade toward the spanwise midplane,
as observed in Fig. 11b. It is found that the location where the
vorticity is seen to reach the spanwise midplane in Fig. 11b cor-
responds to the onset of the irregular vorticity field observed in
the central region of the spanwise midplane in Fig. 11a, namely
around 2D downstream of the turbine’s axis of rotation. More-
over, note that the large spanwise vortex structures eventually
breakdown at approximately 3.5D because of the highly turbu-
lent flow in the wake’s central region and not because of the
growth of an instability, as it was the case for the 2-D CFT and
the AFT.

The tip vortices’ spanwise velocity induction directed toward
the midspan also explains the topology of the mean spanwise
velocity field on the transverse midplane (y/D = 0) in the wake
of the 3-D CFT, which is shown in Fig. 12a. Indeed, one ob-
serves that the mean spanwise velocity is always pointing to-
ward the midspan. Additionally, its value is considerable and
reaches up to 40% of the freestream velocity. The mean trans-
verse velocity on the spanwise midplane (z/D = 0), presented
in Fig. 12b, is also significant with a maximum value close to
25% of the freestream velocity. However, this velocity compo-
nent is not directed toward the wake center but rather away from

Figure 10: Volume rendering of the vorticity magnitude in the
wake of the 3-D CFT shown up to 6D downstream of the tur-
bine’s axis of rotation. The blade is located at θ ≈ 160°. A
video of the time evolution is available in the supplementary
material.

(a) Instantaneous spanwise vorticity on the spanwise midplane (z/b =

0).

(b) Instantaneous transverse vorticity on the transverse midplane
(y/D = 0).

Figure 11: Instantaneous vorticity in the wake of the 3-D CFT.
In both figures, the blade is located at θ = 0°.

it in the whole wake region investigated, unlike what has been
observed in the cases of the 2-D CFT and the AFT. It is im-
portant to notice that the sudden increase in this transverse ve-
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locity pointing toward both edges of the wake observed around
2D coincide with the position where the high spanwise veloc-
ity reaches the midspan. All these observations can be sum-
marized by saying that the strong tip vortices shed around 90°
induce a net velocity oriented toward the midpsan resulting in
the spanwise contraction of the wake, which in turn leads to
the wake expansion in the transverse direction once the fluid
coming from both tips of the blade reaches the midspan. It is
therefore evident that the tip vortices and the spanwise velocity
they induce play a crucial role in the wake dynamics of the 3-
D CFT. It is also worthwhile to mention that the spanwise and
transverse velocity components are much more important in the
wake of the 3-D CFT than the same velocity components in the
wake of the 2-D CFT or than the radial velocity component in
the wake of the AFT.

(a) Mean spanwise velocity on the transverse midplane (y/D = 0).

(b) Mean transverse velocity on the spanwise midplane (z/b = 0).

Figure 12: Mean velocity components in the wake of the 3-D
CFT. The white region corresponds to the area swept by the
moving mesh region where the average flow field is not avail-
able.

The previous observations only focused on the flow fields
on the spanwise midplane (z/D = 0) and the transverse mid-
plane (y/D = 0). In order to examine the remaining of the
wake and to analyze in more details the shape of the veloc-
ity deficit region as one moves downstream, contours of the
mean streamwise velocity on various planes perpendicular to
the streamwise direction are presented in Fig. 13. The span-
wise contraction of the wake on the transverse midplane and its
expansion on the spanwise midplane discussed above are obvi-

ously also observed in this figure. However, one can notice that
the spanwise contraction is only observed in the central region
of the wake (y/D ≈ 0), as the wake rather widens in the span-
wise direction at both transverse edges of the wake (top and
bottom of the black rectangles). One of the reasons is that the
blade’s bound circulation, and thus the tip vortices’ circulation,
is smaller when the blade is located at the two extreme trans-
verse positions (see θ ≈ 0° and θ ≈ 180° in Fig. 9) than when
it is around 90°. This results in a smaller spanwise velocity
induction at both transverse edges of the wake than in the cen-
tral region. Moreover, the fact that the paths of the tip vortices
are curved has the same effect. Indeed, even if the tip vortices’
circulation was constant over the whole upstream half of the
turbine’s cycle, hence forming a constant vortex having a shape
similar to a semicircle, the higher velocity induction would still
be observed in the central region as depicted in Fig. 14. Fig. 13
also reveals that this difference between the central region and
the edges of the wake is not observed in the transverse direc-
tion where the wake is found to widen throughout the blade
span length. Note that the contractions and the expansions of
the wake found in the different regions of the flow field are in
agreement with what has already been observed in the litera-
ture (Dixon et al., 2008; Simão Ferreira et al., 2010; Tescione
et al., 2014).

Another interesting observation in Fig. 13 is that the wake
of the 3-D CFT is asymmetric. Indeed, the velocity deficit is
not only more pronounced but it is also wider in the spanwise
direction for the upcoming blade region (top of the figures) than
for the retreating blade region (bottom of the figures). Battisti
et al. (2011), Bachant & Wosnik (2015) and Peng et al. (2016)
also made similar observations on planes perpendicular to the
oncoming flow in the very near wake of H-Darrieus turbines.

Lastly, contours of the mean streamwise velocity on the span-
wise midplane (z/b = 0) are shown in Fig. 15. In the very near
part of the wake (x/D < 2), the wake is slightly asymmetric
with the maximum mean velocity deficit located in the retreat-
ing blade region (y/D < 0), as is the case for the 2-D CFT’s
wake (see Fig. 8a). However, the opposite behavior is observed
further downstream with the maximum mean velocity deficit
rather observed in the upcoming blade region, as was also ob-
served in the experiments of Tescione et al. (2014) and Ryan
et al. (2016). This is attributed to the fact that the spanwise
contraction occuring in the wake’s central region (y/D ≈ 0)
is slightly more pronounced in the retreating blade region than
in upcoming blade region, as observed in Fig. 13. This span-
wsie contraction is also responsible for the fact that the mean
streamwise velocity is higher in the wake center than at both
edges of the wake beyond approximately 2.25D. This specific
wake topology, which is strikingly different than those of the
2-D CFT and the far wake of the AFT, is far from being in-
tuitive and the analysis of the whole wake dynamics has been
needed to understand it. It is worth mentioning that this partic-
ular feature of the 3-D CFT’s wake is seldom observed in the
literature because most of the studies either only focus on the
very near wake, thus missing this phenomenon (e.g., Bachant
& Wosnik (2015); Tescione et al. (2014)), or consider a turbine
with blades reaching both ends of a channel (e.g., Shamsoddin
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Figure 13: Mean streamwise velocity in the wake of the 3-D CFT on various planes perpendicular to the streamwise direction. Note
that the black rectangles correspond to the shape of the turbine’s extraction plane and that the upcoming blade region is located at
the top of the rectangles while the retreating blade region is located at the bottom.

& Porté-Agel (2014)), hence affecting the tip effects which are
responsible for this behavior.

Figure 14: Schematics of the tip vortex generated in the up-
stream half of the turbine’s cycle. The semicircle’s center (point
P) corresponds to the location where the highest velocity induc-
tion is observed on the line joining both ends of the vortex even
when considering a hypothetical vortex having a constant cir-
culation.

4. Wake recovery rate budget

In order to evaluate the contributions of each transport pro-
cess affecting the mean streamwise velocity recovery in the tur-
bines wakes, the Unsteady Reynolds-averaged Navier-Stokes
Equations (URANS) are used. When the Reynolds stresses
are replaced by the term that models them in the context of
the Spalart-Allmaras turbulence model (Spalart & Allmaras,
1994), which is the underlying turbulence model of the DDES

Figure 15: Mean streamwise velocity in the wake of the 3-D
CFT on the spanwise midplane (z/b = 0). The white region
corresponds to the area swept by the moving mesh region where
the averaged flow field is not available.

approach used in this study, the URANS equations become:

∂Ui

∂t
+ U j

∂Ui

∂x j
= −

1
ρ

∂P
∂xi

+ 2
∂(ν S i j)
∂x j

+ 2
∂(νt S i j)
∂x j

, (14)

where U is the velocity vector, P is the pressure, ν is the kine-
matic viscosity, νt is the turbulent kinematic viscosity, S is the
strain rate tensor, t is time and x is the position vector. The
last term on the right hand side of Eqn. 14 corresponds to the
modeled turbulence.

All field quantities are then decomposed into a time-averaged
component and a fluctuating component, respectively denoted
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by an overline and a prime symbol, and the whole equation is
time-averaged. After some manipulations, the resulting equa-
tion in the streamwise direction, when normalized with U∞/D,
can be written as:
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(15)

The term on the left hand side of Eqn. 15 corresponds to the
streamwise component of the mean streamwise velocity gradi-
ent, which we shall refer to as the wake recovery rate. As for
the terms on the right hand side of Eqn. 15, they correspond,
from left to right, to the transport mechanisms by means of the
transverse and the spanwise mean velocity fields, followed by
the mean pressure gradient contribution, three transport terms
involving correlations of fluctuating velocity components, two
terms including νt, which are the transport terms associated to
the modeled turbulence, and the viscous transport of the mean
velocity field. The three terms with correlations of fluctuat-
ing velocity components represent the effects of the resolved
unsteadiness of the flow field which we will refer to as the re-
solved fraction of turbulence, or the resolved Reynolds stresses.
This rearrangement of the time-averaged URANS equation in
the streamwise direction allows the relative importance of each
transport mechanism contributing to the wake recovery rate to
be assessed.

Before presenting the wake recovery rate budget, the evolu-
tion of the mean streamwise velocity and the mean streamwise
energy flux in the wake of the two turbine concepts are first
shown in Fig. 16. In order to get an idea of the power available
for a hypothetical downstream turbine, the values have been
spatially averaged over successive plane sections normal to the
streamwise direction and having the same dimensions and the
same shape as the turbines’ extraction planes (angle brackets
are used to denote a spatial-averaged variable). Note that be-
cause of the non-uniformity of the flow fields over the plane
sections used for the spatial-averaging process, the section-
averaged cubic values differ from the cube of the section-
averaged mean streamwise velocity values. A similar proce-
dure has been used by Bachant & Wosnik (2015) for the study
of a cross-flow turbine’s wake in a towing tank and by Mycek
et al. (2014a) for an axial-flow turbine’s wake. However, Mycek
et al. (2014a) did not compute the various momentum transport
terms while Bachant & Wosnik (2015) only computed them on
a single plane and they therefore could not evaluate all the terms
involving streamwise derivatives.

It is found that, while the section-averaged mean streamwise
velocity is always increasing in the wake of the CFT, it de-
creases up to around 3D downstream of the AFT’s center and
then starts to increase further downstream. In other words, the
wake recovery rate is negative in the near wake of the AFT.
However, it is also observed that the wake recovery rate of the

AFT becomes positive and is higher than that of the 3-D CFT
beyond around 4D so that the values of the section-averaged
mean streamwise velocity for the AFT tend to get closer to the
values observed in the case of the 3-D CFT. At 12D, there is a
16.6% difference in the available section-averaged power be-
tween the two technologies. Considering that the difference
between their efficiency values is 7% (η = 40% for the AFT
and η = 33% for the 3-D CFT), this suggests that the 3-D
CFT makes a better use of the power passing through its ex-
traction plane. However, this conclusion only applies to the
specific turbines considered in this study and at this location in
the wake. Further studies are needed if one hopes to carry out
a general conclusion stating which technology is characterized
by the quickest wake recovery. Actually, this might not even
be possible as the operating and ambient conditions could af-
fect which technology is showing the highest recovery. It is
worth recalling here that the objective of this work is not to per-
form such a conclusion but rather to find what are the important
mechanisms responsible for the wake recovery for both turbine
concepts.

Figure 16: Section-averaged mean streamwise velocity and
mean streamwise energy flux.

Evaluating all the terms appearing in the budget allows us to
ascertain that it is balanced, or in other words, that the sum of
all the terms on the right hand side of Eqn. 15 is equal to stream-
wise derivative of the mean streamwise velocity component ap-
pearing on the left hand side of this equation. The comparison
between the values of left hand side and the right hand side of
Eqn. 15 for both turbine concepts is shown in Fig. 17. As for the
evolution of the mean streamwise velocity and its cubic value
shown in Fig. 16, the value of each term in the budget has been
computed and section-averaged at every turbine diameter from
1D to 12D.

It is found in Fig. 17 that the left hand side and the right
hand side (the sum of all terms) of Eqn. 15 match well both for
the AFT and the CFT, which validates the methodology used
to compute the value of every term in the budget. This figure
confirms what was previously observed, namely that the wake
recovery rate of the AFT is negative in the near wake, unlike
the wake recovery rate of the CFT, but becomes higher than the
recovery rate of the CFT beyond 4D. Lastly, one can notice
that the wake recovery rates of both technologies asymptoti-
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Figure 17: Comparison between the section-averaged value of
the streamwise derivative of the mean streamwise velocity com-
ponent (LHS) and the sum of all the terms appearing on the
right hand side of Eqn. 15 (RHS) for the AFT (red) and the 3-D
CFT (blue).

cally reach the same value at 12D, hence suggesting that the
difference in the available section-averaged power, observed in
Fig. 16, should remain around 15% over a certain distance past
12D.

The complete budget of the wake recovery rate (Eqn. 15) is
plotted in Fig. 18 for the AFT and the 3-D CFT. An adverse
pressure gradient 4O is observed in both turbines’ near wake,
which leads to a significant negative contribution to the wake
recovery rate 1O (see Fig. 18). In both cases, the freestream
pressure value is essentially recovered beyond 6D downstream.
Regarding the modeled fraction of the turbulent transport 8O and
the viscous transport of the mean velocity field 9O, they are both
found to be negligible compared to the other contributions for
the two turbine technologies considered and for the whole wake
region under investigation. Note that the curve corresponding
to the viscous transport of the mean velocity field 9O can hardly
be seen in Fig. 18 because it is hidden by the curve correspond-
ing to modeled fraction of the turbulent transport 8O. The very
small contribution from the viscous transport of the mean veloc-
ity field 9O was expected because of the high Reynolds number
considered in the current work.

Despite these similarities, the evolution of the wake recov-
ery rate in the wake of the AFT is notably different than the
one characterizing the 3-D CFT. In the case of the AFT, the
negative wake recovery rate 1O observed for the first three di-
ameters downstream of the turbine’s center closely follows the
evolution of the mean pressure gradient contribution because
the other terms are either smaller or almost cancel out at 3D.
The maximum recovery rate is observed at 4D, with a value of
15.8%. The main transport mechanism contributing to this peak
value is the turbulent transport by means of the resolved trans-
verse Reynolds stresses ( 6O and 7O). Actually, it is observed
that this contribution stays the dominant one for the remaining
of the wake region investigated. The high values of this term
around 4D are related to the onset of the pairing instability in
the tip vortices occurring around 3D (see Fig. 4). Regarding
the transport due to the mean transverse flow field ( 2O and 3O),
it switches from a negative contribution to a positive contribu-

tion around 2D because of the change in direction of the mean
transverse flow field (see Fig. 5b). In other words, its contri-
bution becomes positive when the mean streamtube starts to
contract after its expansion in the near wake. The fact that the
contributions of the mean transverse flow field and the resolved
transverse Reynolds stresses both reach a maximum value at
the same location, just downstream of the location where an in-
stability starts to grow in the tip vortex system, clearly demon-
strates that all these phenomena are closely related to one an-
other.

In the case of the 3-D CFT, the maximum recovery rate 1O
is observed at 2D downstream, which is closer to the turbine
than in the case of the AFT’s wake, and its value of 18.2% is
also higher than the maximum wake recovery rate observed for
the AFT. Furthermore, the dominant process affecting the wake
recovery rate is also different. In the case of the 3-D CFT, it
is the transport by means of the mean spanwise velocity field
3O that is the main transport mechanism, as was also observed
by Bachant & Wosnik (2015). This contribution is associated
to the spanwise contraction of the wake due to the velocity in-
duced by the strong tip vortices generated around θ = 90°. The
high wake recovery rate reported in the literature for the CFT
compared to the AFT (Dabiri, 2011; Kinzel et al., 2012) could
therefore be partly attributed to the transport by the mean span-
wise flow field, which is only significant in the case of the 3-D
cross-flow turbine. As observed by Bachant & Wosnik (2015),
the contribution of the mean transverse velocity field 2O is neg-
ative at 1D downstream of the turbine’s axis of rotation. The
current study shows that this contribution remains negative at
2D but then becomes positive further downstream. This is due
to the fact that, while the mean transverse velocity (V) is pos-
itive in the upcoming blade region (y/D > 0) and negative in
the retreating blade region (y/D < 0) in the whole wake region
investigated (see Fig. 12b), the sign of the term ∂U/∂y changes
around 2.5D downstream of the turbine’s axis of rotation. In-
deed, by looking at Figs. 13 and 15, one can notice that the
maximum velocity deficit is located around the wake’s central
region in the very near wake while it is located at the edges
of the wake further downstream. Lastly, the turbulent transport
terms are found to be of secondary importance compared to the
transport terms associated to the mean flow field in the wake
of the 3-D CFT, which is considerably different than what is
observed in the case of the AFT’s wake.

It is also worth mentioning that the budget of the wake recov-
ery rate of the 2-D CFT (not shown) revealed a behavior similar
to the one associated to the axial-flow turbine with a negative
mean streamwise velocity recovery rate in the near wake fol-
lowed by the presence of a sharp positive peak observed past
the location where the vortex system breakdown is observed
(see Fig. 7). This highlights the importance of the turbine’s
aspect ratio (infinite in this 2-D case) on the wake dynamics
and it also suggests that two-dimensional models are only of
limited value for the study of finite-aspect-ratio cross-flow tur-
bines’ wakes, at least for turbines having an aspect ratio similar
to the one considered in this study (b/d = 15/7).
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Figure 18: Budget of the wake recovery rate for both turbine cases (see Eqn. 15). Each term has been section-averaged over
successive plane sections having the same shape and the same size as the turbines’ extraction plane. Note that in the case of the
AFT, the terms associated to the mean flow field and to the resolved part of the Reynolds stresses involving the two transverse
directions have been combined in pairs due to the fact their values are the same because of the axisymmetry of this technology.

5. Discussion

Since the mean streamwise velocity recovery rate in the
AFT’s wake seems highly related to the development of an
instability in its wake vortex system, the wake recovery rate
is expected to be strongly sensitive to the characteristics of
the upstream flow such as the turbulence intensity, as already
pointed out in previous studies (Bastankhah & Porté-Agel,
2014; Chamorro & Porté-Agel, 2009; Chu & Chiang, 2014;
Medici & Alfredsson, 2006; Mycek et al., 2014a; Sanderse
et al., 2011; Zhang et al., 2012). Nevertheless, it is expected
that the main mechanism affecting the wake recovery, namely
the vortex system instability and breakdown, stays the domi-
nant process even with a more turbulent oncoming flow. The
location where this phenomenon occurs should however be af-
fected (Chatelain et al., 2013; Felli et al., 2011; Zhang et al.,
2012). Indeed, the higher the turbulence level, the sooner the
instability would be triggered. This could explain why higher
recovery rates have been observed in the wake of a turbine lo-
cated in the wake of another one (Chatelain et al., 2013; Mycek
et al., 2014b).

The wake dynamics of the AFT is also expected to be highly
dependent on the tip speed ratio and the number of blades. A

higher tip speed ratio for a given number of blades or a higher
number of blades for a given tip speed ratio would result in
a shorter distance between two successive tip vortices and the
onset of the instability should therefore move upstream (Felli
et al., 2011; Lignarolo et al., 2014; Sherry et al., 2013). Lastly,
the blade geometry should also greatly affect the wake dynam-
ics since a different geometry could result in a different loading
distribution, which in turn would lead to a different tip vortex
strength or to a different vorticity distribution in the tip vor-
tices, both playing an important role in the onset of the instabil-
ity (Felli et al., 2011; Sherry et al., 2013).

As mentioned earlier, the wake dynamics of the 3-D CFT
is largely influenced by the strong tip vortices shed in the up-
stream half of the cycle. Consequently, every factor affecting
these tip vortices and the velocity they induce are expected to
have a significant impact on the CFT’s wake topology. One of
the most importants parameter is obviously the turbine’s aspect
ratio. The wake analysis of small-aspect-ratio CFTs and large-
aspect-ratio CFTs will therefore be made separately in the fol-
lowing.

As for the AFT’s wake, a different tip speed ratio or a differ-
ent number of blades could also modify the small-aspect-ratio
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CFT’s wake topology, but not in the same way. Indeed, these
two parameters cannot affect the location of the onset of an in-
stability since no such phenomenon is observed in small-aspect-
ratio CFTs’ wakes such as the one analyzed in this work. How-
ever, they could alter the intensity of the tip vortices and thus
could potentially affect the wake dynamics. Actually, anything
affecting the tip vortices, such as the presence of end plates,
could have an impact on the wake topology. Regarding the tip
speed ratio, it is not straightforward to predict its influence on
the blade’s bound circulation. The theoretical angle of attack is
known to decrease as the tip speed ratio increases, resulting in
lower circulation values, while the velocity in the blade’s refer-
ence frame is expected to increase, which has the opposite effect
on the blade’s bound circulation (Paraschivoiu, 2002). Never-
theless, the experimental measurements of Bachant & Wosnik
(2013) conducted at 1D downstream of a CFT having a tur-
bine’s aspect ratio of 1 showed an increase in the spanwise ve-
locity component directed toward the wake center as the tip
speed ratio was increased from 0.1 to 3.1. Moreover, Ryan
et al. (2016) experimentally observed that the recovery rate of
the section-averaged mean streamwise velocity increases with
the tip speed ratio.

As most of the commercial CFTs have three blades and not
just one, one may wonder what is the effect of the number of
blades on the wake dynamics. In order to compare two tur-
bines with equivalent performances, the solidity, the tip speed
ratio and the blade’s aspect ratio (b/c) must be the same for
both (Gosselin et al., 2016; Paraschivoiu, 2002). Considering
two turbines having the same blade’s chord length and placed in
the same freestream velocity for example, the radius of a three-
blade turbine would be three times larger than that of a single-
blade turbine. Consequently, such a three-blade turbine would
roughly extract three times more energy than the corresponding
single-blade turbine but in an extraction plane which is three
times larger. The loading on each blade of the three-blade tur-
bine should therefore be approximately the same as the loading
on the blade of the single-blade one, hence leading to tip vor-
tices having a similar intensity. For the tip speed ratio to be the
same, the angular velocity of the three-blade turbine has to be
three times smaller than that of the single-blade turbine but the
former shed three vortices per revolution compared to one for
the latter. As a result, the distance between two successive tip
vortices (see for example Fig. 10) would be identical for both
turbines. We can therefore conclude from this that the general
wake topology of a multiple-blade turbine should be similar to
that of a single-blade turbine when the efficiency is the same
for both (same solidity, tip speed ratio and blade’s aspect ratio).
Even if Gosselin et al. (2016) have shown that the efficiency
is not precisely the same when the number of blades is mod-
ified, it remains close and therefore no significant differences
are expected in the general wake dynamics. This is further con-
firmed by the fact that a similar wake dynamics with large mean
spanwise velocities have also been reported in the literature for
the wake of three-blade CFTs (e.g., Bachant & Wosnik (2015);
Tescione et al. (2014)).

Small-aspect-ratio CFTs are expected to be much less de-
pendent and sensitive to the turbulence level in the oncoming

flow than AFTs because the mean flow field in their wake is
predominantly affected by their geometric characteristics and
their operating conditions. This is a particularly interesting fea-
ture specific to this unsteady turbine technology. First, it should
greatly facilitate the prediction of turbine arrays’ performances
because the wake of every turbine should not be significantly
affected by the turbulence generated by a turbine located up-
stream. Second, it suggests that the performances of small-
aspect-ratio CFT arrays should be less sensitive to variations
in the oncoming flow conditions. However, small-aspect-ratio
CFTs are known to be less efficient individually than large-
aspect-ratio CFTs because of the larger tip losses (Gosselin
et al., 2016; Li & Calisal, 2010). Further studies are therefore
needed in order to determine what would be the optimal choice
in terms of the turbine’s aspect ratio for a given turbine farm.

On the other hand, the higher the aspect ratio, the more the
wake dynamics will resemble that of the 2-D case, which has
proved to be similar to the AFT’s wake in the sense that the on-
set of an instability seems to be the main mechanism affecting
the wake recovery rate. Consequently, the parameters affect-
ing the wake dynamics of the AFT should also apply to large-
aspect-ratio CFTs in the same way. Li & Calisal (2010) have
declared that such a two-dimensional behavior is observed for
CFT having a turbine’s aspect ratio greater than 3.5.

Finally, the results of the current study suggest that an
aligned turbine farm layout could be optimal in the case of
a small-aspect-ratio CFT array because most of the velocity
deficit is quickly found away from the wake center (see Fig. 13).
A staggered configuration could however be more efficient in
the case of large-aspect-ratio CFT arrays, as is the case for AFT
arrays (Chamorro et al., 2011).

6. Conclusion

Three-dimensional simulations of two different turbine con-
cepts, the axial-flow turbine and the cross-flow turbine, have
been conducted using the Delayed Detached-Eddy Simulation
(DDES) turbulence modeling approach. The objective of this
work was to compare the wake recovery rate of these tur-
bine technologies and to develop a better understanding of the
physics at play by assessing the relative importance of all the
momentum transport processes.

The wake dynamics of the two turbine concepts have been
analyzed with an emphasis on the vortex dynamics. The AFT’s
wake has revealed the presence of an instability in the tip and
the root vortices leading to an enhanced turbulence mixing,
which has been found to be mainly responsible for the wake
recovery. Regarding the CFT, a clear distinction has been ob-
served between the 2-D turbine’s wake and the 3-D turbine’s
wake. While the dynamics of the former resembles that of the
AFT’s wake, with the triggering of a vortex instability as the
dominant mechanism affecting the wake recovery, the dynam-
ics of the latter is rather mostly affected by the strong velocity
inductions by the tip vortices shed in the upstream half of the
turbine’s cycle, which results in a contraction of the wake’s cen-
tral region in the spanwise direction.
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Each contribution affecting the wake recovery rate have been
assessed and compared by using the time-averaged Unsteady
Reynolds-averaged Navier-Stokes equation in the streamwise
direction as a post-processing tool. The resulting budget has
shown that the mean pressure field has a significant negative
contribution in the very near wake, even if the turbines consid-
ered in this study are essentially unconfined. In the case of the
AFT’s wake, the wake recovery rate is negative in the near wake
and becomes positive further downstream essentially due to the
rise of the contributions from the resolved transverse Reynolds
stresses following the vortex instability. The maximum wake
recovery rate in the wake of the 3-D CFT is both higher and ob-
served closer to the turbine than in the AFT’s wake due to the
dominant positive contribution from the mean spanwise flow
field. The results of the current study suggest that the AFT’s
wake dynamics should be more sensitive to the turbulence level
in the oncoming flow than the 3-D CFT’s wake dynamics. The
latter is expected to be mostly affected by the geometric char-
acteristics, such as the turbine’s aspect ratio, and the operating
conditions.

The conclusions of this work have led to a better understand-
ing of the physical processes at play in the turbines’ wakes and
could therefore be useful to develop simpler models which are
more suited to carry out optimization studies of turbine farm
layouts involving any of the two different turbine technologies
considered.

Future studies devoted to the impact of different turbine ge-
ometries, operating conditions and specific site characteristics
on the wake recovery rate budget are needed. This could in-
clude the use of non-uniform and time-varying inflow condi-
tions and the presence of shear or misalignment in the oncom-
ing flow, which can be more representative of real-site scenar-
ios. The results presented in this study should serve as refer-
ences to which “real-site” cases could be compared, thereby
allowing to discriminate between the intrinsic wake dynamics
of each technology and the “real-site effects”. In this study,
the two turbines have been compared at their respective opti-
mal operating point. Comparing the wakes of turbines having
the same mean drag coefficient could also provide some useful
additional information. Furthermore, since carefully designed
end plates are known to improve significantly the efficiency of
a cross-flow turbine (Gosselin et al., 2016), the consequences
of their use on its wake dynamics should also be investigated in
future works.

Lastly, previous preliminary works (Boudreau & Dumas,
2016) have shown that the wake topology of the oscillating-foil
turbine, an other type of cross-flow turbine, shares several sim-
ilarities with the wake of the cross-flow turbine analyzed in the
current study. It would be interesting to conduct for this tech-
nology the same quantitative analysis that has been presented
in this paper in order to investigate its wake more deeply.

7. Acknowledgements

Financial support from the Natural Sciences and Engineer-
ing Research Council of Canada (NSERC) and the Fonds de
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